
Report from PhyStat-nu @ CERN

Alex Himmel
Neutrino Seminar

Fermilab
March 28th, 2019



Introduction
• These	workshops	are	really	interesting	(I	think)	and	I	

highly	recommend	them.

• Link	to	everything:

– https://indico.cern.ch/event/735431/timetable/

• I	of	course	can’t	touch	on	everything	from	the	whole	

workshop	in	just	an	hour!

• I	will	focus	on	a	few	things,	biased	towards	what	I	found	

most	interesting.

– Feldman-Cousins	and	Confidence	Intervals,	Generally
– Testing	the	Mass	Hierarchy
– The	Challenge	of	Unfolding
– Uncertain	Uncertainties
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https://indico.cern.ch/event/735431/timetable/


Feldman-Cousins and 
Confidence Intervals, Generally
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Building Confidence Intervals

• A	brief introduction	“frequentist”	
confidence	intervals.
– Not	actually	from	the	workshop,	but	I	
think	it’s	important	background	to	
have.

Definition of an Confidence Interval
at level α:

If we repeat the experiment numerous times, 
α of the intervals will cover the true value.

• This	isn’t	really	what	you	wanted	to	
know,	but	it	has	been	rigorously	
defined.

• There	are	many	ways	to	construct	
CI’s	depending	on	the	circumstance.	
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The Truth



• If	you	problem	has	all	Gaussian	errors,	then	the	distribution	of	
the	estimator	of	the	parameter	is	also Gaussian.
– Presented	without	proof,	since	that’s	what	the	PDG	does,	too.
– This	is	the	case	for	our	example,	too. 5

θ = 1.056



• We	will	use	the	likelihood	distribution	to	draw	the	CI.
• We	allow	inside	our	CI	any	values	of	θwith	small	values	Δχ2 relative	
to	the	best	fit,	and	we	exclude	values	of	θwith	larger	values	of	Δχ2.

6

θ = 1.056

Δχ2



• The	question	you	should	be	asking:
• How	do	I	know	what	“up	value”	or	“critical	value”	to	
choose	to	know	which	θ’s	are	in	and	which	are	out?
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θ = 1.056

Δχ2



Wilks’ Theorem
• The	Δχ2 between	your	best	
fit	and	other	points	will	
follow	a	standard χ2
IF	conditions	are	met:
– Large	statistics
– Well	away	from	parameter	
boundaries

– Nested	hypotheses.
• Testing	one	value	against	a	
continuous	set	of	
alternatives

• Frequently,	these	are	not	
met.	So	now	what?
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θ = 1.056

Δχ2



Without Wilks’
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https://indico.cern.ch/event/735431/contributions/3268205/attachments/
1785184/2906147/cousins_phystat-nu_cern_jan2019.pdf



Inverting the Test
• At	each	point	in	parameter	space,	we	conduct	a	hypothesis	
test.
– The	parameter	we	test	becomes	H0,	and	everything	else	is	H1.

• We	ask:	how	likely	is	the	observed	data	assuming	H0?
– With	Wilk’s	theorem,	we	could	just	compare	the	Δχ2 from	our	data	
to	the	χ2 distribution.

– Instead	we	generate	pseudo-experiments to	answer	this	question.

• If	we	would	reject	H0	at	level	(1-α)	in	the	hypothesis	test,	we	
also	exclude	this	parameter	from	the	α CI.
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Feldman-Cousins (or the “Unified Approach”)
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Feldman-Cousins
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https://indico.cern.ch/event/735431/contributions/3268205/attachments/
1785184/2906147/cousins_phystat-nu_cern_jan2019.pdf



Feldman-Cousins
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Feldman-Cousins in Neutrinos
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Feldman-Cousins Pseudo-experiments: NOvA
• Fit the data and extract parameters with all 

possible values of θ.

• When generating experiments, always use the 
best fit to the nuisance parameters from the 
fit to data for each θ.
– Minimizes over-coverage of all methods we 

examined while still never under-covering.

• Tested coverage with a method from Berger 
and Boos for handling p-values with unknown 
nuisance parameters.
– R. L. Berger and D. D. Boos, J. Amer. Statist. 

Assoc., 89, 1012 (1994)
– Tested coverage at a variety of choices of 

oscillation nuisance parameters within 3σ 
• Reducing quoted significance by a very small amount

– In all cases, the other choices of nuisance 
parameters produced stronger rejection than the 
quoted rejection at the nominal profiled values.

– This is as expected if everything is working 
correctly since the profiled point should give the 
widest CIs or lowest significance.

Alex Himmel 24

Pseudo-Experiments
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https://indico.cern.ch/event/735431/contributions/3137791/att
achments/1783219/2902091/2019-01-23-lbl-stats.pdf



FC @ Long Baselines
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Feldman-Cousins Pseudo-experiments: T2K

Alex Himmel 23

• For θ13 and systematics:
– Draw from prior distributions 

(PDG or output of ND fit)

• For sin2θ23 and Δm2:
– Generate an Asimov dataset at best fit values, and 

construct a likelihood for this simulated dataset.

– Convert the likelihood to a PDF, and draw values 
for the experiments from that distribution.

Pseudo-Experiments
Sample from these 

prior/posterior 
distributions



FC (and alternatives) for Sterile Neutrinos
• Daya Bay	used	2	different	approaches	in	their	

sterile	search:	Feldman-Cousins	and	CLs*

– *We’ll	come	back	to	CLs	in	a	few	slides.

18https://indico.cern.ch/event/735431/contributions/3137791/att

achments/1783219/2902091/2019-01-23-lbl-stats.pdf

• Litchfield/Waldron	developing	an	analysis	

based	on	accounting	for	the	“Look	

Elsewhere	Effect”	in	sterile	searches.

– Calculate	“local	significance”	and	then	

correct	back	to	global	significance.

– Many	challenges	applying	this	to	oscillations	

like	harmonic	local	minima	(below).

https://indico.cern.ch/event/735431/contributions/3268131/att

achments/1784220/2904149/PhystatNu_LEEandNeutrinos_rpl20

190124.pdf



FC (and alternatives) for 0νββ
• Small,	discrete	numbers	make	the	statistical	problem	difficult.

– A	variety	of	statistical	techniques	giving	different	answers.

• Also	creates	some	paradoxes:
– In	the	FC	analysis,	sensitivity	gets	better	with	larger	background.	

– Why?		To	avoid	under-coverage.
– Bayesian?	Low-stats	→	strong	priors
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https://indico.cern.ch/event/735431/contributions/
3137822/attachments/1784175/2904069/agostini-
0vbb-phystat.pdf



FC (and alternatives) for 0νββ
• A	variety	of	techniques	used,	often	multiple	in	the	same	experiment.

– MJD	is	the	winner	with	5	(!) different	statistical	analyses
– Generally	experiments	using	Wilks’	theorem	have	still	used	toy	MC	to	
test	their	coverage.
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Experiment Frequentist Bayesian

MAJORANA	
Demonstrator

Counting
Unbinned L
Unbinned L

FC
FC
CLs

Flat	Prior
Jeffreys	Prior

KamLAND-ZEN Multivariate	L Wilks’
EXO-200 Multivariate	L Wilks’
CUORE Bounded	profile	L Wilks’ Flat	Prior

GERDA
Extended	unbinned L
Profile	L FC Flat	Prior



Speeding up FC with Bayesian Methods
• One	big	challenge	with	FC	is	that	you	need	to	throw	and	fit	a	
very	large	number	of	fake	experiments.
– NOvA	used	33	million	CPU	hours	on	a	supercomputer!

• The	idea:	use	a	Bayesian	technique	(Gaussian	Process),	to	
optimally	choose	which	fake	experiments	to	throw.

• Can	speed	things	up	by	an	order	of	magnitude.

21https://indico.cern.ch/event/735431/contributions/326820
4/attachments/1784942/2905664/nitish_gpfc.pdf



Testing the Mass Hierarchy
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Testing the Mass Hierarchy
• This	can	sometimes	feel	like	a	moving	target.

– Slides	from	the	same	statistician	in	2016	and	2019.
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Model Building and Fitting
Quantifying Discovery: Testing Hypotheses

Strategies

Frequentist vs. Bayesian: No easy answers.
A Taxonomy of Tests

Nested I: One-sided Tests

Nested I: One-sided Tests (JIM B)

H0 : ✓  ✓0 versus H1 : ✓ � ✓0.
E.g., H0 : �m2

32  0 versus H1 : �m2
32 > 0.

P-values: p-value = sup
✓✓0

Pr
⇣

T (y) � T (y
obs

) | ✓
⌘

(Use Wilks Thm.)

Bayesian: Avoid p0(y) and p2(y): Pr(H0 | y) = Pr(✓  ✓0 | y).

.

Requires only one model and one prior specification.
Can incorporate external knowledge into Bayesian
analysis via prior, e.g., |�m2

32| = 2.43 ± 0.13.
Mass hierarchy can be handled this way (frequency or Bayesian)

...much easier than non-nested model comparison.

Again methods give consistent results.

David A. van Dyk PhyStat-⌫ 2019

https://indico.cern.ch/event/735431/contributions/31
37832/attachments/1785472/2906708/phystatnu-
summary.pdf



Testing for the Mass Hierarchy
• I’m	actually	fairly	sure	that	neither	of	those	framings	are	right.

– First,	non-nested:	this	generally	refers	to	two	totally	different	models,	
often	with	different	numbers	of	parameters.

– Second,	one-sided:	all	log-likelihood	tests	are	one-sided	(“more	extreme	
than…”)
• Two-sided	tests	only	make	sense	when	the	test	statistic	is	drawn	from	a	
symmetric	distribution	under	the	H0.

• What	we	have	is	a	likelihood	ratio	test	with	a	composite	hypothesis:
– H0:	θ is	in	a	subset	Θ0 of	all	allowed	values	Θ
– H1:	θ is	in	the	complement	of	Θ0

• The	likelihood	ratio	test	statistic	then	is:

24

T (x) =
sup(L(✓|x) : ✓ 2 ⇥0)

sup(L(✓|x) : ✓ 2 ⇥)
<latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit><latexit sha1_base64="(null)">(null)</latexit>

Equiv.	to	profile	over	θ in	Θ to	maximize	L.

https://en.wikipedia.org/wiki/Likelihood-ratio_test



Testing for the Mass Hierarchy

• This	corresponds	exactly	to	
how	we	construct	our	mass	
hierarchy	test	on	NOvA.

• Still	need	to	worry	about	the	
distribution	of	T.
– In	some	limiting	cases	they	

can	be	normally	distributed	
(not χ2).

– In	practice,	usually	still	need	
p-experiments.

• There	is	still	an	additional	
subtlety…

25

T (x) =
sup(L(✓|x) : ✓ 2 ⇥0)

sup(L(✓|x) : ✓ 2 ⇥)
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FC for Mass Hierarchy in NOvA

• Deciding if any individual point θ0 is outside a CI is equivalent to a hypothesis 
test where H0 is θ = θ0.
– Same FC technique used for setting CI’s can be used for this hypothesis test.

• Since our best fit is in the NH, we want to know how strongly we reject the IH.
– So H0 is IH and we generate pseudo-experiments at our best fit in the IH.
– Follow the FC procedure with:

χ2(test point) - χ2(best fit)→ χ2(IH) - χ2 (best fit)

– If an experiment has a best fit in the IH, then the difference is 0.
– This pile-up at 0 behaves like a physical boundary: it increases significance.
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Limiting Case: No sensitivity
• Half of experiments in each 

hierarchy and Δχ2 = 0
• p = 0.5
• 50% for either NH or IH
• All “prior”

Alex Himmel

Standard χ2

F(x|θ)
Data Δχ2 = 2.47

p = 0.076

or 1.8σ

Applying ln…



Careful with p-values
• A	p-value	can	only	exclude	the	null	hypothesis,	it	cannot	accept	
the	alternative.
– Practical	example:	can	get	a	small	p-value	for	the	IH	because	the	NH	
is	true,	but	can	also	get	a	small	p-value	because	the	fit	is	just	bad.

– In	the	latter	case,	would	also get	a	small	p-value	for	the	NH.
• This	is	what	CLs	set	out	to	solve,	but	a	ratio	of	p-values	is	not	a	
well-defined	thing	among	statisticians.

• Good	advice	from	Bob	Cousin’s:	report	both.
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https://indico.cern.ch/event/735431/contributions/3268205/attachments/
1785184/2906147/cousins_phystat-nu_cern_jan2019.pdf



Mass Hierarchy at SK
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https://indico.cern.ch/event/735431/contributions/3137795/attachments/
1782627/2900801/Phystat_Atmo.pdf



Bayesian Mass Hierarchy
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https://indico.cern.ch/event/735431/contributions/3137791/attach
ments/1783219/2902091/2019-01-23-lbl-stats.pdf



Bayesian Testing

• What	saves	the	day	for	T2K?
• NH	vs.	IH	is	more	like	an	estimation	
problem	than	testing	two	different	
models	against	one	another.
– Both	NH	and	IH	have	the	same	prior	so	in	
the	ratio	(Bayes	factor),	the	priors	cancel. 29

https://indico.cern.ch/event/735431/contr
ibutions/3137764/attachments/1783073/
2901754/phystat2018.pdf



Unfolding
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What is Unfolding?
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https://indico.cern.ch/event/735431/contributions/3275244
/attachments/1784103/2904689/PhystatNu_2019.pdf



What do you mean, “ill-posed?”
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https://indico.cern.ch/event/735431/contributio
ns/3137825/attachments/1784529/2904828/20
19-01-24_phystat-hepunfolding.pdf



The Regularization “Solution"
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How much to regularize?
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https://indico.cern.ch/event/735431/contributions/326813
5/attachments/1784286/2904287/funfolding_phystatv2.pdf



Another issue: error bars

• The	more	you	
regularize,	the	smaller	
the	uncertainties	get.

35



Solution 1: Undersmoothing

• In	general,	the	optimum	point	from	the	L-curve	under-reports	errors.
• By	under-smoothing,	you	get	more	spikiness,	but	better represent the

uncertainty. 36



Solution 2: Regularizing with a Weiner Filter

• This	is	the	solution	used	by	Daya Bay	for	their	reactor	
spectrum	measurements.

37https://indico.cern.ch/event/735431/contributions/313779
6/attachments/1782961/2902109/reactor-stats.pdf



Solution 3: Report Unregularized Results

38



But…Peelle’s Pertinent Puzzle

39

https://indico.cern.ch/event/735431/contributi
ons/3137826/attachments/1781943/2904065/
phystat-nu-2019-neutrino-unfolding.pdf



But…Peelle’s Pertinent Puzzle
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https://indico.cern.ch/event/735431/contributi
ons/3137826/attachments/1781943/2904065/
phystat-nu-2019-neutrino-unfolding.pdf



Solution 4: Re-smearing instead of Regularizing
• Regularization	not	necessary	if	you	re-smear	after	you	unfold.

– Unfold	in	narrow	bins,	and	then	rebin into	wide	bins.
– Get	both	central	values	and errors	right.
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Wide bins via fine bins, perturbed MC
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Wide bins via fine bins gives both correct coverage and intervals with
reasonable length2

2More unfolded realizations given in the backup .
Mikael Kuusela (CMU) January 24, 2019 24 / 26



Application to long-baseline neutrino experiments?

From A. Himmel’s talk yesterday

Notice the steps in NOvA: ND unfolding ! ND/FD mapping ! FD smearing

This means that we are really interested in functionals of the form

Hi [f ] =

Z

Si

Z

T
kFD(s, t)rND!FD(t)fND(t) dt ds

This should be a well-behaved functional since it is resmearing the unfolded
spectrum

Hence the previous discussion should apply: first unfold in ND using fine bins
and no regularization, map to FD, resmear

Mikael Kuusela (CMU) January 24, 2019 25 / 26

Solution 4: Re-smearing instead of Regularizing
• Might	be	interesting	to	apply	to	extrapolation,	too.

42



Solution 5: Forward Folding
Sounds	simple,	in	practice	
quite	complicated.
• Too	few	true	variables:

– Model-dependent	
true-to-reco behavior.

• Too	many	true	
variables:
– Become	prohibitive	to	

quantify	all	the	
uncertainties.

43



Uncertain Uncertainties

44
https://indico.cern.ch/event/735431/contributions/3137766/attachment
s/1783324/2902298/blondel-Phystat2019-neutrinos.pdf



A Cautionary Tale: MiniBooNE CCQE
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https://indico.cern.ch/event/735431/contrib
utions/3137805/attachments/1783308/2902
794/CAndreopoulos_PhyStat19_v2.pdf



Ad Hoc Parameters

• Clear	potential	for	“over-fitting”:	
– Data	used	to	establish	need	for	a	fix,	the	form	of	that	fix,	and	the	parameters.

• But,	without	theoretical	guidance,	it	is	hard	to	avoid.	
46

https://indico.cern.ch/event/735431/contributions
/3137831/attachments/1785482/2906728/Neutri
no_Summary_PHYSTATnu_2019_final.pdf



Uncertainties from Theory
• That	being	said,	theory	isn’t	necessarily a panacea…
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Uncertainties from Theory
• That	being	said,	theory	isn’t	necessarily a panacea…
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Tensions in Datasets
• What to do when trying to fit

theory to data, but datasets
disagree?

• Picked one cross	section	
example	at right, but brought	
up	numerous	times.
– Another common example:
sterile neutrinos.

• Genie’s	solution:	
“partial	tunes”
– Several	tunes	which	only	fit	
consistent	datasets.

– Up to the user to decide	
among them.

49

https://indico.cern.ch/event/735431/contributions
/3137831/attachments/1785482/2906728/Neutri
no_Summary_PHYSTATnu_2019_final.pdf



Errors on Errors
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https://xkcd.com/2110/



Errors on Errors
• Let	the	true	σi2 be	unknown.
• vi is	our	estimate	based	on	the	data

– Equiv.	of	a	“pull	term”

• ri is	the	fractional	uncertainty	on	σi2

51

https://xkcd.com/2110/

https://indico.cern.ch/event/735431/contributions/3268138/attac
hments/1779397/2894151/cowan_phystatnu_ErrOnErr.pdf



Errors on Errors Example: Find a Mean

52

Known Systematic 
(ri = 0.01)

If	the	data	is	well-behaved,	
they	give	~the	same	mean	
and	confidence	interval.

Uncertain Systematic 
(ri = 0.2)



Errors on Errors Example: Find a Mean
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Known Systematic 
(ri = 0.01)

Uncertain Systematic 
(ri = 0.2)

Outlier	makes	a	big	change	
in	µ	and	no	difference	to	CI.

Outlier	leads	to	bad	goodness-
of-fit,	which	widens	CI	and	
doesn’t	change	µ as	much.



Conclusions
• The	space	of	possible	statistical	analysis	is	much	larger	than	it	seems.

– The right statistical	technique	is	generally	problem-dependent.

• Often,	it	seems	like	there’s	1	right	way,	because	it’s	been	done	before	
– …or	it’s	in	the	PDG
– Not	necessarily	bad!	If	a	technique	is	well-known,	less	justification	is	needed.

• But,	be	careful	of	assumptions!	
– Everything	that	seems	“simple,”	assumes	a	certain	kind	of	problem.
– If you don’t meet the assumptions (small stats – looking at you),	then	the	
answer	isn’t	valid	even	if	the	technique	is	familiar.

• Is	it	time	for	neutrino	statistics	committees?
– The	big	LHC	experiments	have	standing	committees	to	discuss	these	issues.
– Most	neutrino	experiments	are	too	small	by	themselves	(notable	exception:	
DUNE),	but	maybe	if	we	join	forces?

54


